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TABLE III
ENERGY PER BUS CYCLE (EpBC) AND AVG. POWER (AvP) FOR DIFFERENT BUS ENCODERS. BUS FREQUENCY: 50 MHz

Fig. 7. Actual energy consumption ratio E versus bus line capacitance for
BS implementation.

VI. CONCLUSIONS

The outcome of our work is that the BS approach can be effectively
applied to off-chip buses, obtaining better performance than previous
approaches. When the area limitation is not a primary issue, the fully
parallel implementation is definitely preferable.Minor design improve-
ments may still be introduced the pattern transmission.
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A 1.2 GHz Programmable DLL-Based Frequency
Multiplier for Wireless Applications

Chua-Chin Wang, Yih-Long Tseng, Hsien-Chih She, and Ron Hu

Abstract—A CMOS local oscillator using a programmable delayed-lock
loop based frequency multiplier is present in this paper. The maximum
measured output frequency is 1.2 GHz. The frequency of the output clock is
8 to 10 of an input reference clock between 100 to 150 MHz at simula-
tion. No -tank is used in the proposed design such that the power dissi-
pation as well as the active area is drastically reduced. The design is carried
out by TSMC 1P5M 0.25 m CMOS process at 2.5 V power supply. The
average lock time is optimally shortened by initializing the start-up voltage
of the voltage-controlled delay tap line at the midway of the working range.
Meanwhile, the power dissipation is 52.5 mW at 1.2 GHz output.

Index Terms—DLL, frequency multiplier, programmable.

I. INTRODUCTION

Ever since low-cost radio frequency (RF) CMOS technology be-
cames the challenger of its conventional discrete counterpart [1], the
CMOS solution for local oscillator (LO) has been demanded to pos-
sess better phase-noise performance and lower power consumption [2].
Many CMOS RF transceivers were proposed, e.g., [2]–[4]. Although,
[4] proposed a fixed-frequency RF LO to block-downconvert the entire
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Fig. 1. Proposed programmable frequency multiplier.

RF band to IF band, it requires another channel-select LO to downcon-
vert the desired channel to baseband. [2] proposed a nonprogrammable
design basing upon a delayed-lock loop (DLL), but noise-prone and
slow current-driven OPAMPs are used to construct the replica bias. In
this paper, we propose an enhanced implementation of LOs using the
programmable DLL-based frequency multiplier without LC-tanks.

II. DLL-BASED FREQUENCY MULTIPLIER

Most of the current wireless systems implement a frequency mul-
tiplier with a phased-locked loop (PLL)-based architecture typically.
Conventional PLLs divide the frequency output of the voltage-con-
trolled oscillator (VCO) by a feedback frequency divider and compares
the phase relation to speed up or slow down the VCO until the phase
locked. If such a design is intended to be implemented and integrated
in a CMOS RF transceiver, the low-Q CMOS components will deteri-
orate the phase noise.
Regarding the jitter problem, the jitter accumulation in the ring os-

cillator of PLLs contributes to the starting point of the next clock cycle.
Hence, the PLL usually contains more jitter than the DLL. Referring
to [11], the jitters in PLLs and DLLs can be shown in the following:

JitterPLL = � � JitterDLL (1)

where JitterPLL is the phase jitter of the PLL, and JitterDLL is the
phase jitter of the DLL. � is 1=(2KdKwKLT ), whereKd is phase
detector gain, Kw is the VCO gain, KL is the loop filter gain, T is
the reference period. According to (1), the jitter in PLLs is � times of
that of DLLs. In our design, we propose a programmable DLL-based
frequency multiplier with selectable output frequency and solve the
above jitter accumulation problem.
The proposed programmable frequency multiplier is given as shown

in Fig. 1, including phase-frequency detector (PFD), charge pump, loop
filter, voltage-controlled delay tap line (VCDTL), positive edge col-
lector (PEC), and clock generator (CG). Since the function of the PFD
is well known in the literature, it will not be discussed in the following
text. S[1 : n] is encoded as one-hot code and used to select output fre-
quency. In the case of n = 10, if S[1 : 10] = `0 000000001', the
10� mode is chosen. If S[1 : 10] = `0 000000100', the 8� mode
is chosen. fref is the input reference frequency, fback is the output of
VCDTL, and fout is the output frequency of the DLL.
The signal relations of VCDTL, positive edge collector, and clock

generator are shown as a 2�mode example in Fig. 2(a).When the DLL
is locked, fref leads fback exactly one cycle.PEC1 andPEC2 sense�1
to �4 and generate PULSE2 and PULSE4. PULSE2 and PULSE4

drive CG1 and CG2, respectively. Finally, fout = 2fref is generated.
If the number of delay stages in VCDTL is 2n, the maximum number

Fig. 2. (a) Example of a four-stage tap line and (b) the left-most part of
VCDTL.

of PEC cells is n. The frequency of fout equals (n=2) � fref . Re-
garding the detailed functions of the rest of the modules are described
as follows.
VCDTL: It comprises a plurality of cascaded stages. One stage is

composed of one delay cell and one demultiplexer (DEMUX). Such a
serial of cascaded stages is called the tap line. The first stage of the tap
line is driven by the external reference clock, fref , which is assumed
to be crystally clean. At the output node of each stage, different clocks
with different phase shift are generated, which is named �1; . . . ; �2n.
The DEMUXs are controlled by external signals, S[1 : n], to determine
the feedback path to PFD from VCDTL. The feedback path will deter-
mine themultiple between fref and fout. Referring to Fig. 1, assume the
programmable range of fout is n1� fref to n2� fref (n1 < n2), and
the range of fref is f1 to f2 (f1 < f2). In order to avoid the stuck/har-
monic lock problem, the range of fback should be limited as

2n1f1 > fback >
n2f2
2

:

The left-most part of the VCDTL is shown in Fig. 2(b). The current
through MP2 of the first delay cell is a mirror current of that via MP1.
The current of MP2 determines the delay of each delay cell. Hence, it is
voltage controlled. The current inMP1 is the summation of the currents
through MN1 and MN2. MN2 is a fixed amount current sink as long as
it is saturated. The current via MN1 is determined by the voltage at its
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Fig. 3. Circuits of charge pump and loop filter.

gate, i.e., Vctrl, which is supplied by the loop filter. The resistor R is a
current limiter.
Notably, a simple thought to shorten the lock time is that the start-up

voltage ofVctrl is biased to the middle of the entire operating range. For
instance, if the range of operating voltage is 1.4 to 2.6V, as a reset signal
of the DLL is enabled the start-up switch is turned on and Vctrl is biased
to be 2.0V by a band-gap voltage reference. It is noted that theDEMUX
at the output of the odd-numbered stages is a dummy DEMUX. Its
function is nothing but to equalize the load of each delay cell. Hence,
the control lines of these dummy DEMUXs are all grounded.
Charge Pump and Loop Filter: The circuits of charge pump [10]

and loop filter are shown in Fig. 3. The charge sharing problem can
be solved by the stand-by current (Istand�by). At UP operation, loop
filter is charged by IUP + Istand�by . On the other hand, loop filter is
charged by IDOWN + Istand�by at DOWN operation. Assume IUP +
Istand�by = IUP�DOWN = IDOWN + Istand�by , the open-loop gain
KOP�loop of the proposed DLL is

KOP�loop = (DI(s)�DO(s)) �
IUP�DOWN �KDL � ZCL

n0

ZCL =
RpsCp1 + 1

s(Cp1 + Cp2) + s2RpCp1Cp2

where DO(s) is the period of fback, DI(s) is the period of fref .
IUP�DOWN is the charge current of the loop filter,KDL is the gain of
VCDTL, ZCL is the impedance of loop filter, and n0 is the selected
mode (for example, n0 = 8 for 8� mode).
The closed-loop gain KCL�loop of the proposed DLL is

DO(s) = (DI(s)�DO(s)) � fref

�

IUP�DOWN �KDL � ZCL

n0

KCL�loop =
DO(s)

DI(s)
=

1

1 + 1
:

Positive Edge Collector (PEC): This module monitors the
rising edges of those clocks generated in VCDTL. As soon as one
rising edge is detected, a corresponding low pulse is triggered, e.g.,
PULSE2;PULSE4; . . . ;PULSE2n. A low-pulse train, PULSE2�i,
namely the corresponding rise edge, is determined by every two
adjacent generated clocks, i.e., �i and �i+1. The digital design to
realize such a detection will be addressed in the following sections.
Its major operation is to detect the rising edges of the generated

clocks and then produce corresponding low pulse trains. For example,
Fig. 2(a) shows a four-stage tap line. On the top of Fig. 2(a) is the wave-
forms of the generated clocks respective output node of each stage. As-
sume the (0,0,0,0) is the initial state of Q1,Q2,Q3, Q4. Table I is the

TABLE I
TRUTH TABLE OF THE 4-STAGE TAP LINE

Fig. 4. Clock generator.

Fig. 5. (a) The die photo and the layout of the proposed design. (b) Simulation
waveforms given from 8 to 10 .

truth table ofQ1,Q2,Q3,Q4, and the resultPULSE4. The function of
the PEC cell is proved to be independent of the initial conditions of the
DFFs. The best advantage of such a design is that it is noise immune,
since they are all digital circuits.
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Fig. 6. (a) Single sideband (SSB) phase noise at = 1 2 GHz. (b) Spuri-
ous tones performance at = 1 2 GHz = 120MHz input 10.

Clock Generator: This module is in charge of generating the de-
sired frequency by reading the external selection signal, S[1 : n]. The
PEC output, PULSE2 to PULSE2n, will be the strobe source of fout.
Low pulse trains generated by PEC cells can not be used directly as an
ideal clock source apparently. A pseudo-N logic is utilized to realize
such a generator as shown in Fig. 4. S[i] is the ith control line to deter-
mine whether the ith clock generator is enabled or not. If i = 1, then
S[i] is low, and accordingly MN3 is on which grounds the gate of MN4
to disable the corresponding ith cell. By contrast, if S[i] is high, MN3
is off and the low pulse train PULSE2i is propagated to the gate of
MN4. Then, fout is generated. Because of the variations between the
pull up time and the pull down time, the pseudo-N clock generator may
have the duty cycle drifting problem. By carefully layout matching,
good transistor size matching, and complete PVT corner simulations,
the duty cycle variation can be reduced. In this design, the worse case
duty cycle variation is reduced to be 6.11%. In short, all of the circuits
except the current mirror at the leftmost section of the VCDTL are dig-
ital and programmable. And these digitized circuits have good perfor-
mance of noise immunity, power drifting, and temperature variations.

TABLE II
THE SIMULATION AND MEASUREMENT SUMMARY OF THE PROPOSED DESIGN

TABLE III
PERFORMANCE COMPARISON WITH PRIOR DESIGNS

A. Simulations and Implementation

In order to verify the correctness and performance of our proposed
design, we use the Taiwan Semiconductor Manufacturing Company
(TSMC) 0.25-�m 1P5M CMOS process to implement the entire cir-
cuit. Fig. 5(a) shows the die photo as well as the layout of our design.
Several proved and well known circuits besides those circuits in Sec-
tion II are also carried out, including a high-speed and low-power PFD
and charge pump by Lee [10], and a glitch-free single-phase dual-O/P
DFF by Huang [9]. As shown in Fig. 5(b), when the programmable nu-
merical inputs increase from 8� to 10� given a 150 MHz reference
clock, the lock time is 0.6 �s. With 10%� VDD noise coupled to VDD,
our design still functions correctly besides the lock time is extended to
4.3 �s.
The HP4433B Signal Generator is used to feed the chip with fref

which is ranged from 100 to 150 MHz. Spectrum analyzers used for
physical measurements are HP8563E and HP8594E. Fig. 6(a) shows
the SSB phase noise occurring at fout = 120MHz � 10 = 1:2 GHz.
By contrast, Fig. 6(b) shows the spurious tones occurring at the same
output. The overall characteristics of the simulation results and the
physical chip measurements are shown in Table II. Table III summa-
rizes the performance comparison of the proposed circuit and several
prior designs. It is concluded that our circuit possesses the highest
output frequency with the second best power consumption.

B. Conclusion

This paper presents a programmable LO design approach using
DLL-based frequency multiplier. Besides a current mirror, the rest of
the design is purely digital logic which in turn eliminates the noise
prone problem. No large inductors and capacitors are required to
balance the output impedance. The power consumption is very low
compared to most of the prior works. The lock time is also drastically
shorten, since the start-up voltage has been biased to the middle of the
operating range.
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Sequence-Switch Coding for Low-Power Data Transmission

Myungchul Yoon

Abstract—Reducing the power dissipated by buses becomes one of the
most important elements in low-power VLSI design. A new coding scheme
called sequence-switch coding (SSC) is proposed in this paper. It is a gen-
eral-purpose coding scheme that employs the sequence of data in reducing
the number of transitions on buses. A simple switching algorithm is pre-
sented to show the feasibility of SSC. According to simulations, this algo-
rithm reduces around 10% of bus transitions in the transmission of bench-
mark files. SSC can be used for burst data transfer in any application. In
particular, it is suitable for internet and multimedia applications that have
stream-type data transfer pattern.

Index Terms—Bus-invert (BI) coding, lagger algorithm, low-power
transmission, sequence-switch coding (SSC), transition-reduction scheme.

I. INTRODUCTION

Buses have been used as an efficient communication link among
functional modules in very large scale integration (VLSI) systems.
Whereas the size of functional modules decreases with the develop-
ment of semiconductor technology, the size of VLSI chips increases,
and so does the number of functional modules on a chip. Increasing
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communication requirements among the modules demand more
complicated and more efficient buses. Currently, internal bus design
plays important roles in the performance of a chip. Since too many
modules rely on the buses for their communication, the buses are
usually heavily loaded so that they dissipate quite an amount of power
in operation. Activation of external buses consumes significant power
as well, because many input–output (I/O) pins and large I/O drivers are
attached to the buses. Typically, 50% of the total power is consumed
at the I/Os for well-designed low-power chips [1]. Thus, reducing
the power dissipated by buses becomes one of the most important
concerns in low-power VLSI design.
The dynamic power dissipated in a bus is expressed as the fol-

lowing [2]:

PBUS =

line

CloadV
2

DDNtrans

where Cload is the total load capacitance attached to a bus line, VDD is
the voltage swing at operation, andNtrans is the number of transitions
per second. There are two approaches to reduce the dynamic power
of buses. One is to save the dynamic power per activation by reducing
eitherCload or VDD. Reduced swing bus is an example of this approach
[3]–[5]. The other is to reduce the number of bus activations by coding.
Bus-invert (BI) coding [6], Gray code [7], and the beach solution [8]
are some examples of this approach.
Before the advent of internet and multimedia systems, most of I/O

data used in VLSI chips are granulated data which are requested ape-
riodically on demand and consist of few bytes of discrete information.
The previous coding schemes were devised for the applications with
this kind of I/O patterns. However, a new pattern of data transmission
has become a great concern with the widespread use of internet and
multimedia systems. Data are transferred like a stream when used in
applications such as MP3 players and video players. Once an operation
is started, it requires to transmit large amounts of data from a few kilo-
bytes to hundreds of megabytes. For example, web-surfing or down-
loading files from the internet involves transmission of a few kilobytes
of data, while playing music or movies needs streaming data transmis-
sion up to a few gigabytes. As streaming becomes one of the major
data transfer patterns, we have one more degree of freedom, i.e., the
sequence of data, that we can exploit to reduce the number of bus tran-
sitions during data transmission.
A new coding scheme called sequence-switch coding (SSC) is pro-

posed in this paper. It is different from previous transition-reduction
coding schemes in that it is aimed at applications with the stream-type
data transfer pattern. SSC reduces the number of bus transitions by rear-
ranging the transmission sequence of data. An algorithm called lagger
algorithm is presented to show the feasibility of SSC. This algorithm
reduces around 10% of bus transitions in transmission of the bench-
mark files.
Section II presents a brief review of previous work for low-power

bus transmission. The basic idea of SSC is described in Section III.
An SSC algorithm is presented in Section IV, and combination of this
algorithm andBI Coding is discussed in SectionV. Performance of SSC
algorithms is evaluated by simulations, and the results and analysis are
shown in Section VI. Finally, Section VII concludes this work.

II. PREVIOUS WORK

Since I/O codingwas proposed in [9] to reduce transient noises, there
have beenmany efforts to reduce the dynamic power of buses by coding
which can minimize the number of bus transitions in transmission. BI
coding [6] is a general-purpose coding that is suitable for the trans-
mission of uncorrelated data. Some variations of BI such as partial BI
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